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Abstract— — Texture is an important spatial feature, useful for identifying objects or regions of interest in an image. Statistical approaches 

have extensively studied in the texture analysis and classification. The most popular statistical methods used to measure the textural 

information of images are the Grey Level (GL) Co-occurrence Matrix (CM) and the Texture Spectrum (TS) Approach. The present paper 

combined the features of Centre Symmetric Fuzzy Texture Unit Matrix (CSFTUM) and GLCM and derived a new matrix called CSFTU-CM 

for texture classification. The proposed CSFTU-CM reduces the size of the TU matrix from 6561 to 67 in the case of original texture 

spectrum and 2020 to 67 in the case of Fuzzy Texture Spectrum (FTS) approach. Thus, it reduces the overall complexity. The co-

occurrence features extracted from the CSFTU-CM provides complete texture information about an image. The experimental results 

indicate the proposed method classification performance is superior to that of many methods  

Index Terms Texture unit, GLCM, Centre symmetric, Fuzzy texture unit. Image, Texture classification  
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1 INTRODUCTION                                                                     

HIS document is a template for Microsoft Word versions 
6.0 or later. If you are reading a paper version of this doc-
ument, please download the electronic file from the tem-

plate download page so you can use it to prepare your manu-
script.  

When you open the document, select “Page Layout” from 
the “View” menu in the menu bar (View | Page Layout), 
which allows you to see the footnotes. Then type over sections 
of the document or cut and paste from another document and 
then use markup styles. Please keep the template at 8.5” x 
11”—do not set the template for A4 paper. The pull-down 
style menu is at the left of the Formatting Toolbar at the top of 
your Word window (for example, the style at this point in the 
document is “Text”). Highlight a section that you want to des-
ignate with a certain style, then select the appropriate name on 
the style menu. The style will adjust your fonts and line spac-
ing. Use italics for emphasis; do not underline. Do not change 
the font sizes or line spacing to squeeze more text into a lim-
ited number of pages. Please be certain to follow all submis-
sion guidelines when formatting an article or it will be re-
turned for reformatting.  

 
To modify the running headings, select View | Header and 

Footer. Click inside the text box to type the name of the journal 
the article is being submitted to and the manuscript identifica-
tion number. Click the forward arrow in the pop-up tool bar to 
modify the header or footer on subsequent pages. 

2 GRAY LEVEL CO-OCCURRENCE MATRIX 

Grey level co-occurrence matrices (GLCM) introduced by 
Haralick [12] attempt to describe texture by statistically sam-
pling how certain grey levels occur in relation to other grey 
levels. Suppose an image to be analyzed is rectangular and has 
Nx rows and Ny columns. Assume that the gray level appear-
ing at each pixel is quantized to Ng levels. Let Lx= {1,2,…,Nx} 
be the horizontal spatial domain, Ly= {1,2,…,Ny} be the verti-
cal spatial domain, and G= {0,1,2,…,Ng-1} be the set of Ng 

quantized gray levels. The set Lx×Ly is the set of pixels of the 
image ordered by their row-column designations. Then the 
image I can be represented as a function of co-occurrence ma-
trix that assigns some gray level in Lx×Ly; I: Lx×Ly→G. The 
gray level transitions are calculated based on the parameters, 
displacement (d) and angular orientation (θ). By using a dis-
tance of one pixel and angles quantized to 450 intervals, four 
matrices of horizontal, first diagonal, vertical, and second di-
agonal (0, 45, 90 and 135 degrees) are used. Then the un-
normalized frequency in the four principal directions is de-
fined by Equation (1). 
 

 

where # is the number of elements in the set, (k, l) the coordi-
nates with gray level i, (m, n) the coordinates with gray level j. 
The following Figure 1 illustrates the above definitions of a co-
occurrence matrix (d=1, θ= 00): 
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FIGURE 1: An example of a a co-occurrence matrix 

3. DERIVATION OF CENTRE SYMMETRIC FUZZY TEXTURE 

UNIT CO-OCCURRENCE MATRIX 

The original texture spectrum approach, it contains a maxi-
mum of 6561 texture units. To reduce the number of texture 
units and to have high discriminating power various schemes 
are introduced in the literature. The FTS approach [13] uses 
the following Equation (2) to determine the elements, Ei of the 
texture unit. 

 
 

 

where x, y are the user-specified values. The FTU number 
(FTUn) is computed in Base-5 as given in Equation (3): 

 

The FTU numbers range from 0 to 2020. 
Based on this approach, the present study derives a new 

scheme for the extraction of Fuzzy Texture Unit number 
(FTUn) called Centre Symmetric Fuzzy Texture Unit Matrix 
(CSFTUM). The CSFTUM approach considers a set of four 
connected texture elements on a 3×3 grid for evaluating the 
FTU instead of non-connected and corner texture elements as 
in the case of Cross Diagonal Texture Matrix (CDTM), and 
Left Right Texture Unit Matrix (LRTUM).  The CSFTUM 
method divides the fuzzy texture information of an image by 
separating the neighboring pixels into a well connected four 
pixels of horizontal, first diagonal, vertical, and second diago-
nal (0, 45, 90 and 135 degrees). That is the proposed CSFTUM 
considers the four elements E1, E2, E3, E4 of a 3×3 neighbor-
hood instead of 8 as shown in the Figure 2. Equation (4) de-
rives the elements, Ei of the texture unit. This method further 
reduces the FTU from 2020 to 67 i.e., CSFTU values range from 
0 to 66. This reduction is useful for formation of a efficient 
GLCM based on TU, for a good classification by reducing 
computational complexity. 
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E8  E4    E4 
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FIGURE 2: Representation of texture elements 
 
The CSFTU number (FTUn) is computed in Base-5 as given 

in Equation (4): 

 
The CSFTU number range from 0 to 66. An example of 

CSFTU with eight neighbors is shown in Figure 3.  
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CSFTU= {2, 2, 1, 2}, FTUn5 = 32 

FIGURE 3: (a) Original subimage (b) Representation of 
CSFT elements   (c) Evaluate CSFTU. 

 
Instead of comparing each neighboring pixel with the fuzzy 

rule, the CSFTUM compares the center-symmetric pairs of 
pixels, as given in Fig.3. This method reduces the number of 
comparisons to half for the same number of neighbors (N=8). 
Compared to the original GLCM, the histogram dimension of 
the CSFTUM is greatly reduced. 

 
The proposed method converts CSFTUM into CSFT-CM. 

The derived CSFTU-CM will be having a dimension of size 
67×67. On CSFTU-CM the Haralick features such as energy, 
entropy, contrast, local homogeneity, correlation, cluster shade 
and cluster prominence are evaluated as specified in the Equa-
tions (5) to (11) respectively 

 

 

 

 

 

where Pij is the pixel value in position (i,j) of the texture im-
age, N is the number of gray levels in the image, µ is 

 mean of the texture image and  is 
  variance of the texture image 
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where  
The present method derived on CSFTU-CM, a set of 

Haralick features to obtain the texture information about an 
image. This new method combines the merits of both GLCM 
and CSFTUM of the texture analysis and gives complete tex-
ture information about an image. The proposed CSFTU-CM 
reduces the computational time complexity, because of the 
reduced size of the CSFTUM from 6561 to 67 as in the case of 
TU [15] and 2020 to 67 as in the case of FTS [14]. The entire 
process is furnished below in algorithm 1. 

 
Based on the derived CSFTU-CM the present study derives 

an algorithm for the efficient classification of textures. The 
algorithm is given below. 

Algorithm 1: Proposed method of Efficient Classification of imag-
es based on the derived CSFTU-CM features. 

Begin 
1. Take the original textures Tk, Ok, k= 1:20 
2. Subdivide the Tk, into 16 equal sized blocks. Name them as 

subimage TkSi,   k=1: 20 and i = 1:16. They are used as 
sample textures for testing. For classification a LOOM 
classifier is used as discussed in Section 4. 

3. Subdivide the Ok, into 4 equal sized blocks. Name them as 
subimage OkSi,  k=1: 20  and i = 1:4. 

4. Select at random, a training sample subimage from each 
Ok, k= 1: 20 and denote it as OkSj where ‘j’ is any of the 
sample pieces 1 to 4 of a particular Ok. 

5. Evaluate CSFTUM  
6. Then on step(5), evaluate CSFTU-CM by moving the 3×3 

matrix across the sample with overlapping (convolving) 
for each of the four connected neighbors. 

7. Obtain Haralick features on CSFTU-CM in four directions. 
8. To classify a sample image TkSj, absolute difference D(k) is 

calculated from Equation (12) where D(k), denotes the ab-
solute difference between CSFTU-CM of testing and train-
ing set sample images. The tested set falls into the Class k, 
k= 1:20, such that D (k) is minimum among all the D (k), 
k=1: 20. 

9. Now for each texture Tk, k=1:20, evaluate the classification 
gain (G) as given in Equation (13) and list the output in 
the form of table. 

End 
The feature vector derived from the unknown image is 

compared with the feature vectors in the database using the 
distance vector formula, given Equation (12).   

 

where N is the total number of features in f, i = 1 to Q (Q is 
the number of images in the database),  fj(k) represents the jth 
feature of unknown texture image (k) and fj(i) represents the 
jth feature of texture belonging to ith texture. In classification, 
the unknown texture is assigned to nth texture image if D(n) < 
D(i) for all i; i ≠n. 
3.1   Leave One Out Method Classifier Technique (LOOM) 

For the classification aspect training set is needed. In most 
scenarios, a training set is comprised of half of the entire data-

base. LOOM consists of leaving one image from the database 
“out”, and using all the other samples for training. After the 
classifier has been changed, the left out image is classified by 
the algorithm. The process is iterated and each image of the 
database is left out once. This permits the computation of the 
classification accuracy for the entire database, 

The success of classification is measured using the classifi-
cation gain (G) and is calculated using Equation (13). 

 

 

where Ccorr is the number of sub-images correctly classi-
fied and M is the total number of subimages, derived from 
each texture image. 

Experimental Analyses 
The proposed approach is tested with a set of two data-

bases one from the OuTex and the other Granite texture data-
base. The OuTex dataset is composed of 45 texture classes (one 
image for each class) from the OuTex library [16] as shown in 
Figure 4. The size of the original images is 746×538 pixels. As 
the texture surface rotates, only the central part of the image 
captures the same portion of the surface. For this reason, the 
central part of the rotated images is retained which is calculat-
ed by (min(W,H)/  ) where W and H are the width and 
height of the original images. This gives an image size of 
380×380 pixels. Each image is subdivided into 16 non-
overlapping sub-images, giving a database of 720 texture 
samples (16 for each class).  The granite dataset [17] is com-
posed of 12 granite texture classes. The overall dataset is com-
posed of 48 images, 4 for each class as shown in Figure 5. The 
texture images are subdivided into smaller non-overlapping 
texture patches. 

 
To evaluate the influence of the patch size on the classifica-

tion procedures, three different sizes have been considered, 
namely, 64×64, 32×32, and 16×16. The various Haralick fea-
tures such as contrast, energy, entropy, local homogeneity, 
cluster shade, cluster prominence and maximum probability, 
as suggested by Haralick et al. (1973), are calculated for the 
CSFTU-CM using the formulas given in Equations (5) to (11). 
The texture features are averaged along horizontal, vertical 
and diagonal directions. Given all features, the feature selec-
tion method is performed. For classification, LOOM classifier 
is used to guarantee strict separation of test and training set 
with the maximization of number of training images.  

 
Tables I and II summarize the results obtained for each 

classification procedure, using the three different patch sizes. 
From the results, it is observed that the classification accuracy 
increases as the sample size increases 
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FIGURE 4: Dataset-1: 45 texture classes (one image for each 

class) from OuTex. Canvas{005, 021}; Carpet{005}; Granite{001, 
003, 004, 005, 006, 007, 008, 009, 010}; Paper{006};Plastic{001, 
002, 003, 004, 005, 009, 016, 017, 018, 019, 020, 021, 022, 023, 024, 
025, 026, 027, 028, 029, 030, 031, 032, 033, 034, 035, 036, 038, 040, 
041}; Wood{006, 008}. 

 

 

 

 

 

 

 

 
 

FIGURE 5: Dataset-2: The dataset of granite textures used in 
the experiments (unrotated images). From the top: Acquama-
rina, Azul Capixaba, Bianco Cristal, Bianco Sardo, Rosa Beta, 
Azul Platino, Giallo Ornamentale, Giallo Napoletano, Giallo 
Santa Cecilia, Giallo Veneziano, Rosa Porri˜no A, Rosa Por-
ri˜no B. 

S.No Texture Name 16×16 32×32 64×64 

1 Canvas-005 95 96.7 96.9 

2 Canvas-021 90.2 92.7 95.8 

3 Carpet-005 90.5 92.8 95.8 

4 Granite-001 91.5 91.7 95.8 

5 Granite-003 91.1 97.5 97.5 

6 Granite-004 91.7 91.7 95.8 

7 Granite-005 91.7 95.8 91.7 

8 Granite-006 91.7 97.5 92.7 

9 Granite-007 83.3 91.7 97.4 

10 Granite-008 79.2 91.7 97.7 

11 Granite-009 83.3 89.7 99.2 

12 Granite-010 91.7 91.7 95.8 

13 Paper-006 95.8 93.3 96.5 

14 Plastic-001 87.5 91.7 94.2 

15 Plastic-002 90.8 91.7 98.2 

16 Plastic-003 91.7 91.7 91.7 

17 Plastic-004 91.8 91.7 93.8 

18 Plastic-005 95.8 97.5 96.7 

19 Plastic-009 87.5 91.5 97.5 

20 Plastic-016 87.5 91.7 92.6 

21 Plastic-017 91.7 91.7 96.7 

22 Plastic-018 95.8 91.7 96.8 

23 Plastic-019 92.5 93.5 96.4 

24 Plastic-020 81.5 91.5 95.4 

25 Plastic-021 91.1 93.4 97.6 

26 Plastic-022 90.6 90.3 97.6 

27 Plastic-023 89.9 90.6 97.4 

28 Plastic-024 88 95.1 96.3 

29 Plastic-025 90.4 96.2 97.1 

30 Plastic-026 92.6 94.9 98.2 

31 Plastic-027 92.1 97.4 96.9 
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32 Plastic-028 87.8 96.7 95.5 

33 Plastic-029 91.8 91.8 97.6 

34 Plastic-030 89.7 90.3 97.6 

35 Plastic-031 90.6 94.2 96.9 

36 Plastic-032 88.4 97.4 97.5 

37 Plastic-033 91.1 95.9 96.2 

38 Plastic-034 88.8 91.9 98.2 

39 Plastic-035 92.7 92.7 96.8 

40 Plastic-036 91.4 97.2 99.6 

41 Plastic-038 97.7 97.6 99.7 

42 Plastic-040 91.5 94.5 97.1 

43 Plastic-041 91.7 93.6 96.5 

44 Wood-006 91.7 91.7 94.7 

45 Wood-008 93.2 92.4 98.2 

TABLE 1: Percentage of correct classification on CSFTU-CM 
using the proposed algorithm on OuTex database with the 

dataset-1. 

S.No Texture Name 16×16 32×32 64×64 

1 Acquamarina-1 92.1 97.4 96.9 

2 Acquamarina-2 87.8 89.7 95.5 

3 Acquamarina-3 91.8 93.8 97.6 

4 Acquamarina-4 89.7 90.3 97.6 

5 Azul Capixaba-1 90.6 96.2 96.9 

6 Azul Capixaba-2 88.4 97.4 97.5 

7 Azul Capixaba-3 91.7 95.9 96.2 

8 Azul Capixaba-4 88.8 91.9 98.2 

9 Bianco Cristal-1 92.7 92.7 96.8 

10 Bianco Cristal-2 97.4 97.2 99.6 

11 Bianco Cristal-3 91.7 91.7 95.8 

12 Bianco Cristal-4 95.8 97.3 98.5 

13 Bianco Sardo-1 90.5 91.7 94.2 

14 Bianco Sardo-2 90.8 91.7 98.2 

15 Bianco Sardo-3 91.7 93.7 91.7 

16 Bianco Sardo-4 91.8 94.7 95.8 

17 Rosa Beta-1 95.8 95.5 96.7 

18 Rosa Beta-2 87.5 91.5 97.5 

19 Rosa Beta-3 87.5 91.7 94.6 

20 Rosa Beta-4 91.7 93.6 96.5 

21 Azul Platino-1 91.7 91.7 94.7 

22 Azul Platino-2 93.2 94.4 98.2 

23 Azul Platino-3 90.7 92.2 96.5 

24 Azul Platino-4 92.4 95.6 96.67 

25 Giallo Ornamentale-1 92.1 97.4 96.9 

26 Giallo Ornamentale-2 91.8 96.7 95.5 

27 Giallo Ornamentale-3 91.8 92.8 97.6 

28 Giallo Ornamentale-4 89.7 90.3 97.6 

29 Giallo Napoletano-1 90.6 96.2 96.9 

30 Giallo Napoletano-2 88.4 97.4 97.5 

31 Giallo Napoletano-3 91.1 95.9 96.2 

32 Giallo Napoletano-4 88.8 91.9 98.2 

33 Giallo Santa Cecilia-1 92.7 92.7 96.8 

34 Giallo Santa Cecilia-2 90.4 97.2 99.6 

35 Giallo Santa Cecilia-3 94.7 96.6 99.7 

36 Giallo Santa Cecilia-4 83.3 91.7 97.4 

37 Giallo Veneziano-1 83.3 91.7 97.4 

38 Giallo Veneziano-2 89.2 91.7 97.7 

39 Giallo Veneziano-3 89.3 92.7 99.2 

40 Giallo Veneziano-4 91.7 91.7 95.8 

41 Rosa Porri˜no A-1 92.8 93.3 96.5 

42 Rosa Porri˜no A-2 87.5 91.7 94.2 

43 Rosa Porri˜no A-3 90.8 91.7 98.2 

44 Rosa Porri˜no A-4 91.7 91.7 94.7 

45 Rosa Porri˜no B-1 91.8 91.7 93.8 

46 Rosa Porri˜no B-2 95.8 94.5 96.7 

47 Rosa Porri˜no B-3 95.8 93.5 96.7 

48 Rosa Porri˜no B-4 87.5 91.5 97.5 

  Average 91 93.6 96.8 

TABLE 2: Percentage of correct classification on CSFTU-
CM using the proposed algorithm on Granite database with 

the dataset-2. 
4.1 Comparison of Proposed CSFTU-CM With Existing 

Methods 
TABLE 3: Comparison of the proposed CSCM method with 

the existing methods 

Texture Group CDTM Modi-
fied 

CDTM 

LRTUM Pro-
posed 
CSCM 

OuTex 94.6 94.7 95.7 96.5 

Granite 92.5 93.5 94.5 96.8 

VisTex 91.8 93.5 92 94.4 

Brodatz 91.3 93.5 95 95.7 

Average (%) of 
Classification 

91.5 93.8 94.3 95.8 

 
The proposed CSFTU-CM is compared with the recent classifi-
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cation methods CDTM [18], Modified CDTM [19] and LRTUM 
[20]. Table III show the mean percentage classification rate of 
the proposed CSFTU-CM and existing methods. The graphical 
analysis of this is shown in Fig.5. From Table III and Figure 6 
clearly evident that, the proposed CSCM exhibits a high classi-
fication rate than the existing methods.  
 

 

FIGURE 6: COMPARATIVE ANALYSIS OF PROPOSED CSCM WITH 

EXISTING METHODS 

CONCLUSIONS 

The proposed CSFTU-CM reduces the size of texture unit 
matrix from 6561 to 67 as in the case of OTS [15] and 2020 
to 67 as in the case of FTS approach [14]. This feature ex-
traction process is quite efficient with less complexity. 
When compared with other approaches, the proposed 
scheme is more effective and exhibiting increased classifi-
cation ability by using smaller feature vectors. The experi-
mental results based on different images show that the im-
plemented classification scheme is quite robust to noise 
and it is more efficient than the existing methods. 
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